An experimental study of micron-scale droplet aerosols produced via ultrasonic atomization

T. D. Donnelly, a) J. Hogan, A. Mugler, N. Schommer, and M. Schubmehl
Department of Physics, Harvey Mudd College, Claremont, California 91711

Andrew J. Bernoff b) and B. Forrest
Department of Mathematics, Harvey Mudd College, Claremont, California 91711

(Received 25 November 2003; accepted 14 April 2004; published online 22 June 2004)

In the last 10 years, laser-driven fusion experiments performed on atomic clusters of deuterium have shown a surprisingly high neutron yield per joule of input laser energy. Results indicate that the optimal cluster size for maximizing fusion events should be in the 0.01–1 μm diameter range, but an appropriate source of droplets of this size does not exist. In an attempt to meet this need, we use ultrasonic atomization to generate micron-scale droplet aerosols of high average density, and we have developed and refined a reliable droplet sizing technique based on Mie scattering. Harmonic excitation of the fluid in the MHz range yields an aerosol of droplets with diameters of a few microns. The droplet diameter distribution is well-peaked and the relationship between average droplet size and forcing frequency follows an inviscid scaling law, predictable by dimensional analysis and consistent with the linear theory for Faraday excitation of an infinitely deep fluid. © 2004 American Institute of Physics. [DOI: 10.1063/1.1759271]

I. INTRODUCTION

One of the most prominent branches of modern fusion research is inertial confinement fusion (ICF). ICF experiments involve the simultaneous firing of multiple high-intensity laser pulses at a small stationary target. Typically, the targets in these experiments are pea-sized pellets of deuterium. The incident laser pulses implode the pellet, resulting in high temperatures and pressures. In order for nuclear fusion to occur, the pellet temperature must be raised to over 100 000 000°C, and the density must be increased to more than 1000 times normal solid density.1 Typically, large-scale lasers are needed to generate the high-intensity pulses required to achieve these temperatures and pressures. For example, the National Ignition Facility, currently under construction, is a 192-beam 2 MJ laser system.2

Recent research has demonstrated that 50 Å clusters of deuterium can be used in conjunction with significantly down-sized laser systems to initiate fusion.3–5 These experiments show that with deuterium clusters as small as 25 Å fusion can be achieved, and that larger clusters correlate with improved neutron yield. However, the gas jets used to produce the clusters cannot generate clusters greater than approximately 50 Å in size. More recently, similar experiments done with 1.0 μm diam droplets have produced copious hard x rays, but no evidence of fusion.6

Currently, both experiments and models indicate that the optimum droplet diameter for fusion is in the 0.01–1 μm range, depending to some degree on whether energy is given to ions predominately through Coulombic explosion or hydrodynamic explosion of the target.7 It is well known that single droplets in this size range can be produced using, for example, electrospray techniques, however, in the relevant fusion experiments, droplets must be produced such that the average atomic density in the focal volume of the laser is approximately atmospheric. To our knowledge, submicron droplets in these quantities have not been previously produced.

In this paper we investigate ultrasonic atomization as a possible method for generating large volumes of droplets in this size range. This method will require that we abandon the use of a pure deuterium source. Instead, a liquid is required, and our studies use water and glycerin with the understanding that heavy water will be used for the actual fusion experiments.

We have used ultrasonic atomization to produce a high-density, relatively monodisperse aerosol of water droplets with an average droplet diameter of ≈2 μm. These droplets are generated by driving the fluid harmonically in the MHz frequency range. The droplet sizes follow an inviscid scaling law predictable with dimensional analysis and consistent with the linear theory for capillary waves generated via Faraday excitation.8–11 Curiously our measured droplet size follows the inviscid scaling up to a critical dimensionless frequency that is more than 4 orders of magnitude larger than the observed transition to viscous effects in previous work;12 this disparity appears to be due to the fact that the previous work measured the forcing threshold for droplet ejection whereas we measure droplet size. This point is discussed in more detail in both Secs. II and IV.

Currently, we produce droplets using a piezoelectric oscillator. The oscillator is placed at the bottom of several centimeters of fluid and is then driven at 1–2 MHz; this results in the production of a fine aerosol. Droplet diameters are
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then determined using the technique of Mie scattering. This entails directing a laser through the aerosol and measuring the angular scattering pattern that is produced and then using Mie theory to infer a droplet size distribution. Comparisons with hydrodynamic scaling arguments and linear theory for the Faraday instability of an infinitely deep fluid predict how the droplet diameter should scale with driving frequency, viscosity, density, and surface tension of the sample fluid. By varying these parameters, we can control droplet size, suggesting that this technique should be useful in building a droplet source for fusion research.

**II. THEORY**

The experiment is modelled as a harmonically driven viscous, incompressible fluid, classically known as Faraday excitation (for a review see Ref. 14). The droplet sizes and characteristic wavelengths are so small (typically 1 μm in size) that the fluid is effectively infinitely deep and infinitely wide (the cylindrical container in which we drive our fluids is 10 cm in diameter and filled to a depth of 6 cm), with a free boundary at the surface on which the viscous stresses must balance the forces due to surface tension and pressure. We first consider the problem via dimensional analysis, and then refine our predictions using linear theory for viscous Faraday excitation and making the assumption that the diameter of the droplet ejected should be proportional to the most unstable wavelength of excitations of the free surface.

**A. Faraday excitation**

Since Faraday observed his eponymous excitation of a fluid surface in 1831, the study of parametrically driven free surface waves has been an active field of study. In 1954, Benjamin and Ursell showed that Faraday excitation could be modeled with the Mathieu equation; they studied linear theory for the inviscid problem and incorporated viscosity as a weak perturbation. Their work provided a solid underpinning for the inviscid problem and incorporated viscosity as being modeled with the Mathieu equation; they studied linear theory for the most unstable capillary wavelength goes back to at least Lang in the early 1960s, who cleverly measured the size of droplets of molten wax that were ejected (and subsequently solidified). More recently, the constant relating droplet diameter to wavelength has been measured for waves of thin films by Dobre, Bolle, and Sindayihebura. With improved particle sizing techniques using Mie scattering, we determine this constant experimentally with greater precision than previously possible.

While the dependence of the threshold amplitude and most unstable wavenumber at onset on the forcing frequency in the presence of weak dissipation was understood in the 1950s by Benjamin and Ursell, the relationship in the highly dissipative limit only became of interest in the last decade, driven by the availability of highly accurate experimental data. In 1997, Liubashevski et al. suggested that in the highly dissipative limit the instability is governed by a Rayleigh–Taylor instability; physically they noted that for half the oscillation the fluid is accelerating downward, leading to instability of the fluid surface. For shallow containers, they showed the scaling behavior at onset was independent of surface tension. Cerda and Tirapegui investigated asymptotically the behavior of the viscous Faraday problem, and derived scalings for the onset behavior in a variety of cases, including the highly dissipative case. Kumar compared calculations of the Faraday instability and the Rayleigh–Taylor instability, using a mean-field approximation for the acceleration. He concluded that the Rayleigh–Taylor approximation was valid in the limit of large depth.

Miles formulated the linear stability problem for Faraday excitation in an infinitely deep and infinitely wide fluid in terms of the impedance of the liquid. He develops expressions for the growth rate of the instability as an expansion in coupling to the harmonics of the forcing frequency. Among other useful expressions, Miles develops an approximation for the most unstable wave number in the limit of large viscosity, which is dimensionally consistent with the previous works but also includes an analytical calculation of the constant of proportionality which we verify numerically.

The idea that the size of droplets ejected is related to the most unstable capillary wavelength goes back to at least Lang in the early 1960s, who cleverly measured the size of droplets of molten wax that were ejected (and subsequently solidified). More recently, the constant relating droplet diameter to wavelength has been measured for waves of thin films by Dobre, Bolle, and Sindayihebura. With improved particle sizing techniques using Mie scattering, we determine this constant experimentally with greater precision than previously possible.

The relationship of droplet ejection to the amplitude of the applied forcing was studied extensively in the experiments of Goodridge et al., who studied water and water/glycerin mixtures forced at frequencies up to 100 Hz. They showed that at low frequencies the critical forcing amplitude for ejection followed an inviscid scaling and that as the frequency was increased a transition to a viscously dominated regime was seen. They deduced the scaling behavior of the threshold amplitude with forcing frequency via dimensional analysis and verified these scalings analytically. We use similar arguments to deduce the dependence of droplet diameter in this paper; the one curious variance between their work and ours is that the viscous effects on the threshold acceleration for ejection become evident 4 orders of magnitude below where we observe inviscid scaling in the droplet size. A plausible explanation for this can be made by considering the linear stability theory for Faraday waves; viscous effects are a singular perturbation in the threshold amplitude, delaying onset to an amplitude proportional to the viscosity. However,
viscous effects are a regular perturbation of the most unstable wavelength at onset, detuning the inviscid result by an amount proportional to the viscosity. Consequently, we suggest that viscous effects will be more easily observed when considering threshold accelerations, as was the emphasis of the studies of Goodridge et al.

More recently, James et al.\(^{26,27}\) considered the atomization of a sessile fluid droplet when being forced by a piezo at \(\approx 1000\) Hz. They observe a sequence of droplet ejections leading to the atomization of the initial sessile droplet.

In summary, droplet ejection has generally been studied at forcing frequency of \(1–1000\) Hz; typically we are working at frequencies in the \(\text{MHz}\) range, producing droplets with diameters a factor of 100 smaller than previous experiments.

### B. Dimensional analysis

Consider a fluid with surface tension \(\sigma\) \([\text{mass}/(\text{time}^2)]\), density \(\rho\) \([\text{mass}/(\text{length}^3)]\), and kinematic viscosity, \(\nu\) \([(\text{length})^2/\text{time}]\) which is displaced vertically by an oscillator a distance \(a \cos(\omega t)\). Following Goodridge et al.,\(^{12}\) we nondimensionalize on the fluid parameters; the unique frequency \(\omega_\text{s}\), lengthscale \(\ell_\text{s}\), and mass \(m_\text{s}\) that can be constructed are

\[
\begin{align*}
\omega_\text{s} &= \frac{(\sigma/\rho)^2}{\nu}, \\
\ell_\text{s} &= \frac{\nu^2}{\sigma\rho}, \\
m_\text{s} &= \frac{\rho\nu^3}{\sigma}.
\end{align*}
\]

(1)

We can then construct a nondimensional forcing amplitude \(A = a/\ell_\text{s}\) and a nondimensional forcing frequency \(\Omega = \omega/\omega_\text{s}\). These two control parameters completely specify the nondimensional fluid system.

We can now apply intuition and dimensional analysis to deduce the relationship between the nondimensional droplet diameter, \(D = d/\ell_\text{s}\) (where \(d\) is the dimensional diameter) and the forcing frequency for the inviscid and viscous regimes.

For \(\Omega \ll 1\) \((\omega \ll \omega_\text{s})\), we expect that viscous effects will be negligible and the droplet diameter will be independent of the fluid viscosity. Moreover, if we assume that the droplet diameter is independent of the forcing amplitude, the only possible relationship between \(D\) and \(\Omega\) is

\[
D \propto \Omega^{-2/3} \Rightarrow d \propto (\sigma/\rho)^{1/3} \omega^{-2/3}.
\]

(2)

This agrees with experimental results on droplet size in the literature, and is equivalent to assuming that the droplet size is proportional to the most unstable wavelength in Faraday excitation near onset.\(^{8,10,11}\)

For \(\Omega \gg 1\) \((\omega \gg \omega_\text{s})\), we expect that viscous effects will dominate and we might hypothesize that the droplet size is independent of the surface tension. If, once again, we assume that the droplet diameter is independent of the forcing amplitude, we conclude

\[
D \propto \Omega^{-1/2} \Rightarrow d \propto \nu^{1/2} \omega^{-1/2}.
\]

(3)

We have again made the questionable assumption that the forcing amplitude plays no role in determining the droplet size. Once again this is equivalent to assuming the droplet size is proportional to the most unstable wavelength in Faraday excitation near onset. While we cannot verify this assumption, we will demonstrate below that surface tension plays no role in determining the most unstable wavelength at the onset of instability in the Faraday problem at large forcing frequencies.

### C. Linear stability for the viscous Faraday problem

Following the method of Kumar and Tuckerman,\(^{17}\) we analyze linear stability for the Faraday excitation of an infinitely deep fluid. We omit most of the details in the derivation below, as they are well documented in the literature.

Plane wave solutions in this problem decouple, so it suffices to consider a two-dimensional fluid. Choose a coordinate system with the \(x\) axis parallel to the fluid surface and the \(z\) axis perpendicular to the fluid surface. Take the fluid surface at rest to be at \(z = 0\) and let the fluid occupy the space where \(z = 0\) for all values of \(x\). By shifting into the frame of the oscillator we model the acceleration, \(\ddot{\xi}(t) = a\omega^2 \cos(\omega t)\), as a body force applied to the fluid.

We nondimensionalize with the scales (1) and linearize the governing Navier–Stokes equations, the tangential and normal surface–stress balances, and the kinematic equation. This yields a coupled set of partial differential equations (PDEs) with associated boundary conditions. If we further look for plane wave solutions, we can reduce the problem to a set of PDEs for the surface displacement

\[
H = H(T) e^{iKX},
\]

and the vertical velocity

\[
W = W(Z,T) e^{iKX},
\]

(4)

(5)

where \(K\) is the nondimensional surface wave number and \(X\), \(Z\), and \(T\) are the nondimensional coordinates.

In the bulk of the fluid we satisfy the linearized Navier–Stokes equation; the vorticity equation is

\[
(K^2 - \partial^2_{ZZ}) W = (K^4 + A K^2 \Omega^2 \cos(T)) H,
\]

(6)

On the surface \((Z=0)\), we must satisfy the normal and tangential force balances,

\[
-3 K^2 + \partial^2_{ZZ} - \Omega \partial_T) W_Z = (K^4 + A K^2 \Omega^2 \cos(T)) H,
\]

\[
(K^2 + \partial^2_{ZZ}) W = 0,
\]

(7)

(8)

and the kinematic condition

\[
\Omega \frac{dH}{dT} = W.
\]

(9)

Finally we note that the velocity must remain bounded as \(Z \to -\infty\).

This system is solved by writing solutions in Floquet form, with the periodic piece of the solution written as a Fourier series in time. Solving for values where periodic solutions exist (that is where the Floquet exponent is 0), yields the neutral stability curves. Again, the reader is referred to...
the detailed discussion of the numerical solution of this system in Kumar and Tuckerman and the thesis of Forrest which will not be repeated here.

D. Neutral stability curves and scalings

Figures 1 and 2 are the neutral stability curves for the system in the limits of small and large viscosity, respectively. Over a range of $\nu$ from $10^{-2}$ to $10^5$ these neutral stability curves were examined to find the value of $K$ at the point of minimum $A$ on the neutral stability curve for a given $\nu$. This $K$ is the most unstable wave number at the onset of the Faraday instability; we will assume that the diameter of the aerosolized droplets is proportional to this wave number. Figure 3 is a log–log plot of wave number as a function of forcing frequency.

Figure 1 is a typical neutral stability diagram for the weakly inviscid Faraday instability, or equivalently the Mathieu equation (cf. Benjamin and Ursell and many others more recently). For $\nu \ll 1$, we expect the most unstable wavelength to correspond to a capillary wave with the subharmonic frequency

$$\left(\Omega/2\right)^2 = K^3 \Rightarrow k = 2^{-\frac{2}{3}}(\sigma/\rho)^{-\frac{1}{3}}\omega^{\frac{2}{3}}$$

$$\approx 0.6300(\sigma/\rho)^{-\frac{1}{3}}\omega^{\frac{2}{3}},$$

(10)

where the relationship for dimensional $k$ and $\omega$ is valid for $\omega \ll \omega_c$. In Fig. 3, we see that this relationship certainly fits the linear stability calculation for small $\Omega$. In this inviscid regime, the instability wavelength is independent of viscosity and depends only upon the ratio of the fluid’s surface tension and density. However, we note that viscosity does displace the amplitude of onset of Faraday waves from zero to a finite threshold, proportional to the viscosity.

For $\Omega \gg 1$, our dimensional analysis suggests that $\Omega$ is proportional to $K^2$. In this viscous regime, the relationship between the dimensional $k$ and $\omega$ is independent of surface tension and density, and depends only upon viscosity, as might be deduced if we assume the instability is governed by a Rayleigh–Taylor mechanism. Miles gives an expression for the most unstable wave number in this case

$$\Omega = \frac{9}{2}K^2 \Rightarrow k = \frac{\sqrt{2}}{3}\sqrt[3]{\frac{\sigma}{\nu}} \approx 0.4714\sqrt[3]{\frac{\sigma}{\nu}},$$

(11)

which is consistent with our numerics, and is plotted in Fig. 3.

Note that these two asymptotes (10), (11) cross at $\Omega = \Omega = 128/729 \approx 0.1756$, which roughly represents the crossover point between the two scaling regimes.

It should be emphasized that this crossover point ($\Omega \approx 0.1756$) represents the transition between the inviscid and viscous regimes with respect to the most unstable wave-
length at the onset of instability, which we use as a proxy for droplet size. This contrasts sharply with the results of Goodridge,\textsuperscript{12} who measured critical acceleration for droplet ejection and found a crossover at $V' \approx 10^{2.5}$. This suggests that viscous effects on the threshold ejection amplitude dominate at a much lower frequency than viscous effects on the threshold wavelength. A simple observation that suggests the role of viscosity may be different in these two systems is the fact that in the weakly viscous theory,\textsuperscript{14,16,22,24} the threshold for instability is proportional to the viscosity while the threshold wavelength is independent of viscosity at leading order. However, a complete resolution of this discrepancy probably awaits a full numerical study of the nonlinear viscous ejection problem.

III. EXPERIMENT

A. Ultrasonic atomization

Five piezoelectric oscillators with resonant frequencies ranging from 1.52 to 2.42 MHz were used to create the droplets. The driving frequency was controlled by using piezoelectric disks of various thicknesses, each with a different resonance frequency. The piezoelectrics were driven at resonance in order to maximize the driving amplitude. Various glycerin–water solutions were used in order to vary the fluid density $\rho$, surface tension $\sigma$, and kinematic viscosity $\nu$, with concentrations of glycerin ranging from 0% to 60% by weight. This range of fluid parameters and driving frequencies has allowed data to be obtained over roughly 2 decades of nondimensional driving frequency, $\Omega$. We have only recently been able to atomize glycerin solutions with concentrations above 60%, and we hope to report on them in the future.

B. The droplet sizing technique

Droplets were sized using a light scattering technique developed in previous work.\textsuperscript{13} A 1 W argon ion laser operating at 488 nm polarized perpendicular to the table was directed through the aerosol. The droplets in the aerosol scatter the laser light in a measurable manner, and the resulting angular scattering intensity pattern is characteristic of the ratio of the droplet size to the incident wavelength. This ratio is called the size parameter, and it is defined as

$$x = \frac{2\pi R}{\lambda},$$

where $R$ is the droplet radius and $\lambda$ is the wavelength of the incident light. For each aerosol produced, we measured the angular scattering pattern and then used Mie scattering theory to infer a droplet size. Figure 4 shows the setup used to measure the scattering pattern. Using this technique, we typically size micron scale droplets with a precision of 0.1 $\mu$m or better.

To measure the angular scattering pattern, the aerosol was directed over the center of a rotation stage. An amplified photodetector was connected to the rotation stage via a rail, and was positioned 24.5 cm from the center of the stage. The need for an iris on the rail between the center of the rotation stage and the photodetector restricted $\theta$ in Fig. 4 to angles larger than 5°. While no physical constraint limited the maximum angle, we found that for angles larger than 30° the signal strength was too small to be accurately resolved. We measured the scattered light intensity at 15 different angles larger than 5°. While no physical constraint limited the maximum angle, we found that for angles larger than 30° the signal strength was too small to be accurately resolved. We measured the scattered light intensity at 15 different angles larger than 5°, and our angular resolution was 0.5°.

During the course of a single scattering measurement, the density of the mist can fluctuate significantly. This occurs...
C. The effect of temperature on droplet size

During the atomization process, the fluid temperature was closely monitored and recorded in order to account for the temperature dependence of each of the fluid properties. The average temperature variability over the course of a single droplet sizing dataset was found to be $\delta T = 0.6^\circ$C. We found that over this small temperature range, the properties of the fluids employed are well characterized by the average measured temperature, $T_{\text{average}}$. However, the average temperature often differed significantly between datasets, and the effect that this has on each of the fluid properties cannot be ignored when calculating the nondimensional droplet diameter $D$ and driving frequency $\Omega$. We corrected the fluid properties $\rho$, $\sigma$, and $\nu$ based on the observed value of $T_{\text{average}}$. This was done by making temperature interpolations of the available fluid property data and then evaluating these functions at $T_{\text{average}}$. In addition, the small temperature uncertainty $\delta T$ that we observed during each individual dataset was used to calculate the uncertainties for $\rho$, $\sigma$, and $\nu$. These uncertainties contribute to our reported uncertainty in both $D$ and $\Omega$.

D. Numerical fitting routine

Once the angular scattering pattern was measured, Mie scattering theory was used to infer a droplet size. The intensity data sets such as the one shown in Fig. 5 were numerically fit with the help of a modified version of the Fortran MIEV0 program. This program generates the theoretical Mie scattering intensities that are needed to determine a droplet size. However, the aerosols produced in this experiment are not monodisperse as MIEV0 assumes. The complicated process of droplet ejection, in addition to other processes such as droplet coalescence, results in an aerosol that must be described by a distribution of droplet sizes. When compared to a Dirac or normal distribution, we have found that such polydisperse aerosols are best modeled by a log-normal size distribution. The lognormal distribution is given by

$$n(r) = \frac{1}{\sqrt{2\pi} \sigma r} \exp \left( \frac{-1}{2} \frac{(\ln r - \ln \bar{r})^2}{\sigma^2} \right).$$

where $n(r)$ is the relative abundance of droplets with radius $r$, $\ln \bar{r}$ is the mean value of $\ln r$, and $\sigma^2$ characterizes the variance of the distribution. For our purposes, the lognormal distribution is superior to the normal distribution because it does not permit negative particle sizes, and, although it allows for it, the lognormal distribution does not assume a symmetric distribution about the peak size. This asymmetry is physically significant because it gives us some ability to account for coalescing droplets. Coalesced drops are of particular significance because larger drops scatter much more light than smaller drops (the scatter intensity is nonlinear in size). The lognormal distribution is widely used in the aerosol literature, and we follow this tradition in our analysis.
In order to perform a fit using the lognormal distribution (or any other we might prefer), we approximate the continuous distribution as being made up of a finite number of monodisperse populations, each population with the appropriate weight to simulate the particular distribution we are trying to model. In other words, we discretize the continuous distribution; the discretization is accomplished using a size-parameter step size of 0.02. We then run the MIEV0 code for each individual monodisperse population and sum the scattering intensities from each population to obtain the scattering signal that would result from the entire distribution. We then repeat this procedure for a lognormal distribution with slightly perturbed parameters; the perturbations are determined using a Levenberg–Marquardt algorithm. The best fit is determined when we have minimized \( \chi^2 \).

For any single distribution, we can determine a numeric uncertainty in our particle size based on a \( \chi^2 \) analysis. Our program varies the value \( r \) from the best fit value, and then refits all other parameters in an attempt to find the minimum \( \chi^2 \) associated with the new value. In this way the program calculates the minimum \( \chi^2 \) as a function of \( r \). Once the functional dependence of \( \chi^2 \) on \( r \) is known, the local curvature of \( \chi^2 \) about the minimum \( r \) value can be used to determine the uncertainty in \( r \). This is found according to

\[
\delta r = \sqrt{\frac{2}{\frac{\partial^2 \chi^2}{\partial r^2}}},
\]

where \( \delta r \) is the uncertainty in \( r \). It is important to note that the uncertainty we state in \( r \) is the uncertainty in the value of the distribution’s peak, it does not indicate the width of the distribution. Further, this uncertainty does not reflect the full empirical uncertainty of the measurement; this value is determined using a sample variance technique and is described in Sec. IV A.

IV. DATA AND RESULTS

A. Droplet sizing measurement

Droplet diameter measurements were made on 58 different aerosols of water and water–glycerin mixtures of 20%, 40%, and 60% glycerin by weight; the data are shown in Fig. 6. Since each aerosol consists of a distribution of droplet sizes, we used the diameter \( d_{\text{peak}} \) corresponding to the peak of the lognormal distribution to determine the nondimensional diameter \( D \) of each aerosol. The average peak droplet diameter of the 58 aerosols was \( \langle d_{\text{peak}} \rangle = 2.74 \mu m \), with a standard deviation of 0.5 \( \mu m \). The aerosol with the smallest peak droplet diameter had \( d_{\text{peak}} = 2.02 \pm 0.06 \mu m \), and was made using water with a driving frequency of 2.42 MHz.

The results shown in Fig. 7 are found from measurements made over a period of months. Here we see the distribution of droplets produced by driving pure water at 2.42 MHz. Of all our data, this set shows the largest spread in the value of peak droplet size. However, it is clear that the distributions show a high degree of overlap, and possess a well defined peak. If we consider all of our data (not just those shown in Fig. 7), and we use the standard deviation of the lognormal distribution to define its width, we find that the average ratio of the distributions width to the peak droplet size is 0.67. The variation seen in the distributions is likely due to small differences in the fluid sample from day to day, for example, differences in surface cleanliness. The differences in the distributions are not an artifact of the data analysis.

Droplet diameters and uncertainties for all sets of fluids and driving frequencies are shown in Table I. The values quoted are the averages of the data points shown in Fig. 6, and the uncertainties are the standard deviation of the mean of each set of data points. The droplet data were then converted to nondimensional form using Eq. (1). Figure 8 shows a plot of the nondimensional diameter \( D \) versus the nondimensional driving frequency \( \Omega \). A two-parameter least-squares fit of these data yielded a power law relationship between \( D \) and \( \Omega \) of \( -0.66 \pm 0.01 \). Recall that the nondimensional power law in the inviscid regime was given by Eq. (2) to be \(-2/3\), and that in the viscous regime, a \(-1/2\) scaling law is expected. The fitted slope strongly indicates that the nondimensional data lie within the inviscid regime.

![FIG. 6. Droplet diameter data.](image)

![FIG. 7. Lognormal distributions.](image)
regime, as expected. Figure 9 shows our data overlaid on a plot of the theoretical scaling laws in both the inviscid and the viscous regimes. Notice that the data match the inviscid scaling law all the way to the transition point between the two regimes. This fit gives a value of the diameter to wavelength ratio of \( c_{\text{eff}} = 0.35 \pm 0.03 \), which agrees closely with a literature value of 0.34.\(^{10}\)

**B. Droplet density measurement**

The density of an aerosol can be determined by measuring the fractional transmission of light through a known length of the aerosol. As a laser beam propagates through an aerosol, the droplets it encounters scatter light into all angles, effectively reducing the intensity along the beam axis. The fractional transmission of a beam through a monodisperse aerosol of length \( L \) consisting of droplets of radius \( r \) is given by

\[
\frac{I}{I_0} = \exp(-N Q_{\text{sca}} \pi r^2 L),
\]

where \( N \) is the number density and \( Q_{\text{sca}} \) is the scattering efficiency factor.\(^{29}\)

Density data were taken for aerosols produced from pure water using the 2.42 MHz piezoelectric oscillator. A droplet sizing measurement yielded a peak droplet radius of 0.83 \( \mu \)m. The average transmission for this aerosol was found to be

\[
\frac{I}{I_0} = 0.982 \pm 0.006.
\]

The length \( L \) of the aerosol illuminated by the laser was measured to be approximately 1 mm. From these measurements, the density can be determined using Eq. (15), and is found to be

\[
N \approx 4 \times 10^6 \text{ droplets/cm}^3.
\]

Next, the atomic density of an aerosol is given by\(^{31}\)

\[
N_{\text{atomic}} = \frac{n_a N \rho \frac{4}{3} \pi r^3}{mu},
\]

where \( n_a \) is the number of atoms per molecule, \( \rho \) is the fluid density, \( m \) is the molecular mass, and \( u \) is the molecular mass unit. For the same water aerosol, \( \rho \approx 1000 \text{ kg/m}^3 \), \( r = 0.83 \times 10^{-6} \text{ m} \), \( m = 18 \text{ amu} \), \( u = 1.66 \times 10^{-27} \text{ kg/amu} \), \( N = 4 \times 10^{12} \text{ droplets/m}^3 \), and \( n_a = 3 \) for H\(_2\)O. Thus, the atomic density for this aerosol is

\[
N_{\text{atomic}} \approx 10^{18} \text{ atoms/cm}^3.
\]

Fusion events have been observed in experiments involving deuterium clusters with average atomic density of \( 1.5 \times 10^{19} \text{ atoms/cm}^3 \).\(^{3} \) Although the measured value of \( N_{\text{atomic}} \) is about 1 order of magnitude smaller than this, the measurement was made on an aerosol being blown in front of the laser by compressed air (see Fig. 4). This delivery process somewhat dilutes the aerosol, and instead the

![FIG. 9. Nondimensional droplet diameter data. The nondimensional data shown with the theoretical scaling laws predicted by Eqs. (2) and (3). To generate the theory curves, a diameter to wavelength ratio of \( c_{\text{eff}} = 0.34 \) was used. The inviscid regime has been well characterized, and it is clear that the theoretically expected inviscid scaling law is obeyed even for MHz-driving frequencies and micron-diameter droplets.](image)

![FIG. 8. Nondimensional droplet diameter data. The solid line is a two-parameter least-squares fit of Eq. (2) using the fitted peak droplet diameters of each of the 58 aerosols that were sized. The fit indicates a power-law relationship of \( c_{\text{eff}} = 0.66\pm0.01 \) and a diameter to wavelength ratio of \( c_{\text{eff}} = 0.35\pm0.03 \). The value of \( \chi^2 \) for this fit is 16.3. Uncertainties were determined using the observed temperature variation that occurred during each dataset and the variation in \( d_{\text{peak}} \) that was observed over repeated (typically, five) trials with the same aerosol.](image)

<table>
<thead>
<tr>
<th>Substance</th>
<th>Frequency</th>
<th>Diameter (( \mu )m)</th>
<th>Uncertainty (( \mu )m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Water</td>
<td>1.52 MHz</td>
<td>3.20</td>
<td>0.03</td>
</tr>
<tr>
<td>Water</td>
<td>1.63 MHz</td>
<td>2.92</td>
<td>0.12</td>
</tr>
<tr>
<td>Water</td>
<td>1.95 MHz</td>
<td>2.61</td>
<td>0.03</td>
</tr>
<tr>
<td>Water</td>
<td>2.4 MHz</td>
<td>2.02</td>
<td>0.06</td>
</tr>
<tr>
<td>20% Glycerin</td>
<td>1.52 MHz</td>
<td>3.24</td>
<td>0.04</td>
</tr>
<tr>
<td>20% Glycerin</td>
<td>1.95 MHz</td>
<td>2.84</td>
<td>0.03</td>
</tr>
<tr>
<td>20% Glycerin</td>
<td>2.4 MHz</td>
<td>2.36</td>
<td>0.10</td>
</tr>
<tr>
<td>40% Glycerin</td>
<td>1.52 MHz</td>
<td>3.26</td>
<td>0.06</td>
</tr>
<tr>
<td>40% Glycerin</td>
<td>1.63 MHz</td>
<td>2.91</td>
<td>0.31</td>
</tr>
<tr>
<td>40% Glycerin</td>
<td>1.95 MHz</td>
<td>2.96</td>
<td>0.03</td>
</tr>
<tr>
<td>40% Glycerin</td>
<td>2.15 MHz</td>
<td>3.04</td>
<td>0.13</td>
</tr>
<tr>
<td>60% Glycerin</td>
<td>1.52 MHz</td>
<td>3.70</td>
<td>0.03</td>
</tr>
<tr>
<td>60% Glycerin</td>
<td>2.15 MHz</td>
<td>2.30</td>
<td>0.12</td>
</tr>
</tbody>
</table>

\(^{a} \)For the sets with only one data point, the uncertainty cannot be computed.
droplets are allowed to collect inside the aerosol container, then much higher atomic densities should be easily achievable. Thus, the estimate of $N_{\text{atomic}}$ performed here indicates that this droplet source is capable of providing the high atomic densities that are necessary for laser fusion experiments.

V. CONCLUSION

In this paper we have used ultrasonic atomization in the MHz frequency range to generate aerosols of droplets at the micron scale, and Mie scattering methods to accurately measure the droplet size distribution. We have shown that the droplet diameter follows an inviscid scaling law at length-scales several orders of magnitude below previous experimental investigations. This is in contrast with results of Goodridge, whose work suggests that viscous effects in the threshold forcing amplitude for droplet ejection occur at a dimensionless frequency 4 orders of magnitude smaller. This may be partially explained by considering linear instability of Faraday waves with weak dissipation, for which the most unstable wavelength (a proxy for droplet diameter) is independent of viscosity at leading order, while the threshold instability amplitude is proportional to viscosity.

Our comparison of the experimentally measured droplet size with the most unstable wavelength at the onset of Faraday instability, confirms a previous prediction by Lang for the ratio of these two lengths. In addition, our analysis of the Faraday instability suggests that viscous effects should become relevant at a dimensionless frequency only twice our current maximum. At present we are investigating this regime; curiously, our initial results suggest that significantly larger piezo forcing amplitudes are necessary to atomize droplets in the viscous regime.

Due to their relatively large droplet size, the aerosols we currently produce are only marginally useful for the aforementioned fusion research. However, by moving to higher driving frequencies and lowering the fluid’s surface tension (e.g., by mixing water with ethanol, or adding surfactants), we should be able to reduce droplet sizes to a more relevant range.
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